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ABSTRACT

Software requirement classification is a longstanding and impor-
tant problem in requirement engineering. Previous studies have
applied various machine learning techniques for this problem, in-
cluding Support Vector Machine (SVM) and decision trees. With
the recent popularity of NLP technique, the state-of-the-art ap-
proach NoRBERT utilizes the pre-trained languagemodel BERT and
achieves a satisfactory performance. However, the dataset PROMISE
used by the existing approaches for this problem consists of only
hundreds of requirements that are outdated according to today’s
technology and market trends. Besides, the NLP technique applied
in these approaches might be obsolete. In this paper, we propose
an approach of prompt learning for requirement classification us-
ing BERT-based pretrained language models (PRCBERT), which
applies flexible prompt templates to achieve accurate requirements
classification. Experiments conducted on two existing small-size re-
quirement datasets (PROMISE and NFR-Review) and our collected
large-scale requirement dataset NFR-SO prove that PRCBERT ex-
hibits moderately better classification performance than NoRBERT
and MLM-BERT (BERT with the standard prompt template). On
the de-labeled NFR-Review and NFR-SO datasets, Trans_PRCBERT
(the version of PRCBERT which is fine-tuned on PROMISE) is able
to have a satisfactory zero-shot performancewith 53.27% and 72.96%
F1-score when enabling a self-learning strategy.
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1 INTRODUCTION

Software requirements play a vital role in software development and
product utilities, which usually include user experience, functional
requirements, and quality issues. Generally, a software requirement
could be divided into two classes: functional requirements (FR)
and non-functional requirements (NFR). The former describes the
services and functional behaviors of a software system, while the
latter involves user experience, such as quality, usability, security,
and issues such as privacy or software permissions [16].

In requirement engineering (RE) domain, plenty of studies
[1, 4, 10, 23] have been conducted on software requirement clas-
sification — the task of identifying the category of a requirement
sentence. NFR classification models based on decision tree and
support vector machine [1, 4, 10] are the most common, but often
require complex feature engineering. Fine-tuning a pre-trained lan-
guage model [23] has gradually become the mainstream method of
requirement classification. Insofar as these studies have suggested,
the existing machine learning (ML)- or natural language processing
(NLP)-based approaches could achieve a satisfactory performance
on this task with accuracy above 90%. Nevertheless, it needs to
be pointed out that all the above studies are all conducted on a
small-size requirement dataset, named PROMISE, consisting of 625
software requirements only. Besides, the BERT language model,
which NoRBERT [23] applies on PROMISE for fine-tuning, is no
longer the most sophisticated techniques in today’s NLP domain.
To summarize, the dataset for software requirement classification is

outdated and the NLP technique applied for this task could be obsolete.

To address the aforementioned issues, it is desired to have a
large-size dataset consisting of real-world software requirements
that could be representative of today’s new market demands and
technical trends. As social networking sites or app reviews has
revolutionized the science of data analysis such as stock trading
volatility prediction [28], sentiment analysis [37], these sites or apps
could be a ideal source for collecting today’s software requirements.

https://doi.org/10.1145/3551349.3560417
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For example, as of March 2021, StackOverflow1 has more than
14 million registered users, with cumulative questions and answers
exceeding 21 million and 31 million respectively. StackOverflow
is the most popular social-technical information seeking platform
for developers [9], on which developers discusses a wide range of
issues related to code, including non-functional requirements. The
variety of issues is evident in the post tags, for example, perfor-
mance used more than 90,000 times, availability used more than
1700 times. As such, it provides software development organizations
with an unprecedented opportunity to monitor the opinions of large
numbers of users experiencing their systems. Meanwhile, it is also
urgent to realize automatic and accurate requirement classification
for ultra-large-scale software requirements engineering [17, 38].
Towards these goals, it is inevitable to face the challenges from
these aspects: 1) on the available dataset PROMISE, how to improve
the requirement classification model via the aid of the merging NLP
technique; 2). on the large-size dataset from StackOverflow, how
to leverage the learned knowledge from the existing requirement
datasets (such as PROMISE) for few-shot or zero-shot learning.

In this paper, we propose the approach of Prompt learning for
RequirementClassification using BERT (PRCBERT), which applies
flexible prompt templates to achieve accurate classification of soft-
ware requirements, and then adopts it to auto-label unseen require-
ments’ categories of the large-size requirement dataset crawled
from StackOverflow. Overall, we follow the usual method in
design science [22]. We first analyze the difficulty of NFR classifica-
tion and the limitations of current methods, and then design and
propose a new BERT-based classification model.

Technically, different from the standard prompt template whose
target word is masked by a special token [M] [41, 48, 49], before
inputting requirement sequences to transformer-based [51] lan-
guage model, PRCBERT duplicates each requirement sequence into
𝐾 samples (in this paper, 𝐾 means the number of label classes or
the size of requirement categories) and then concatenates with 𝐾
different prompt templates (we call the requirement with a flexible
prompt template as assertion in this paper); after acquiring the final
hidden state from a transformer-based [51] language model (such
as BERT [15] and RoBERTa [35]), PRCBERT adopts the mean pooler
strategy to calculate the assertion representation and feed it into the
following 2-class sigmoid layer to predict whether these declarative
sentences are reasonable or contradictory, respectively (also can
be regarded as a two-class natural language inference problem).
In addition, we propose an algorithm using the self-learning strat-
egy to enhance the transfer-ability and generality of PRCBERT for
auto-labeling unseen requirements.

In experiments, on the two existing small datasets of require-
ments (i.e., PROMISE and NFR-Review), PRCBERT have exhibited
the best classification performance for the task of requirement cate-
gory prediction in comparison with NoRBERT [23] and BERT-MLM.
On the large-size dataset of NFR-SO (we crawl from StackOver-
flow), under both the scenario of zero- and few-shot learning,
PRCBERT is shown to have better transfer-ability and generality
than the compared models NoRBERT and BERT-MLM, too. In ad-
dition, The proposed algorithm using a self-learning strategy has

1StackOverflow: an information sharing and discussion platform for programmers or
those who love programming, https://stackoverflow.com/

PROMISE snippets:

NFR-SO snippets:

Figure 1: PROMISE and NFR-SO (non-functional require-

ments from StackOverflow) requirement snippets (A: avail-

ability, PE: performance, FT: fault tolerance, SE: security)
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Figure 2: Word Clouds of PROMISE and NFR-SO (top-100

most frequent words)

sharply boosted the classification performance of PRCBERT with
zero-shot learning on the de-labeled NFR-Review and NFR-SO.

To sum up, our work mainly makes the following contributions:
• To the best knowledge of ours, we make the first attempt on
applying prompt learning for software requirement classification.
Even in software engineering domain, our study should be, if not
the first, one of the earliest studies on exploring prompt learning
for software engineering tasks.
• Wepropose flexible prompting templates by converting onemulti-
class classification problem into 𝐾 binary classification problems,
whichmake PRCBERT performmoderately better thanNoRBERT
(BERT followed by a softmax layer for fitting 𝐾-class classifica-
tion) and BERT-MLM (BERT with the standard prompt template).
• We construct a large-scale requirement dataset NFR-SO, which
is 28 times larger than PROMISE and 14 times large than NFR-
Review. By directly transferring PRCBERT on NFR-Review and
NFR-SO for zero-shot learning, it achieves the F1 score of 37.79%
and 66.20%. After combining a self-learning strategy, PRCBERT
could achieve the F1 score of 53.27% and 72.96%, respectively.

2 BACKGROUND AND MOTIVATION

In this section, we first introduce the new trend and problem in the
software requirement classification task. Then, we introduce sev-
eral existing approaches towards this task, including RNN-, CNN-,
Transformer- or Prompt-based classification.

2.1 A Motivating Example

The PROMISE [47] dataset is a software requirement dataset main-
tained by the School of Information and Engineering, University
of Ottawa, Canada in 2005, which aims to collect various software
engineering knowledge for the model to learn to understand and
master the "category prediction of software requirement". PROMISE
is crowdsourced by 15 teams according to ISO/IEC-25010 standard
[24] and only consists of 625 software requirements.
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Surprisingly, despite the disadvantage of being a small size (total
625) and from a few crowdsourcing sources (15 teams), PROMISE
has been one of most frequently-used requirements dataset [2, 39]
in the past two decades. Even in 2020, it is still used [23]. Besides,
PROMISE has two other limitations. First, the requirements in
PROMISE might not be representative of today’s software require-
ments, considering the rapid development of software techniques.
Apart from being outdated, second, the expressions of requirements
in PROMISE are very rigid and the sentence structural are almost
identical. As shown in Figure 1, the four requirement statements
in PROMISE have simple and similar syntactic structures — being
subject–verb–predicate (SVP) or subject–verb–object (SVO).

In contrast, today’s software requirements from Internet web-
sites such as StackOverflow (see Table 1) contain very varied
sentence structures (e.g., interrogative and negative sentences in
NFR-SO ) and more syntactic characteristics (e.g., acronyms and
technical terms). The previous study [21] has already confirmed
that data drift still exists between historical and newly published
vulnerability descriptions despite being on the same platform. This
data drift phenomenon also exists in non-functional requirements.
Figure 2 shows theword clouds (the top-100most frequent words) of
PROMISE and NFR-SO, respectively. Though both of them mainly
concentrate on the non-functional requirements, such as available
and functionality in PROMISE, and scalable, security, performance,
and availability in NFR-SO, NFR-SO pays more attentions to the
non-functional requirements considering the frequencies and num-
ber of these terms. In addition, NFR-SO mentions and lists non-
functional requirement issues about these qualitative terms: using
slow, slower, high, different, best, vs, large, and faster, etc. Hence, in
RE, absorbing the advanced zero-shot or few-shot learning [11, 42]
with prompt is desired to help construct or auto-label the large-scale
dataset on the basis of the available small-size labeled dataset.

In this paper, we aim to construct a promising architecture with

the cutting-edge DL (or NLP) techniques to perform requirement clas-

sification on large-scale labeled dataset of software requirements from

real-world technical forum such as StackOverflow and the existing

available small size datasets (such as PROMISE) .

2.2 Existing Text Classification Techniques

In general, many existing classification techniques in NLP have
already been or could potentially be applied to solve the software
requirement classification. We categorize them into three types of
classification and briefly introduce each type as follows.
RNN- and CNN-based Classification. RNN-based classification
models use LSTM or GRU cell to extract sequence semantics in time
steps [32], while CNN-based models process and integrate local
information through convolution operations [25, 43]. Although the
following various enhancements (e.g., combining RNN and CNN
in TextCNN [30]; integrating lexical, syntactic, and semantic char-
acteristics into contextualized word representation in ELMo [3];
or applying attention mechanism to autofocus sequence seman-
tics in HAN [56, 59]) have improved the above vanilla language
models. However, limited by the causal LSTM architecture and the
local convolution operations, RNN- and CNN-based models con-
centrate on local information extraction (attention mechanism and
feature engineering heuristics can alleviate it to a certain extent,
but cannot make a breakthrough). Hence, RNN- and CNN-based

Table 1: Samples of NFR-SO for 7 NFR Classes
∗

NFR Class

(Frequency)

Samples

A (1301)

• How to ensure that the data in the consumption Kafka is not
lost?

PE (6794)

• Why is checking for a variables existence taking more time than
copying an array which should be a O(1) vs O(n) operation?

MN (295)
• How can I maintain an iOS Framework initially installed via

CocoaPods but modified manually later on?

PO (1393)
• How can I put the animate transition of my javascript into my

css?
SC (2206) • How to store and index several billion logs every day

SE (5211)

• Fortify: How to automate getting issues (vulnerability) list under
a project using Fortify API/CLI, to break my pipeline if there
are vulnerabilities

FT (234)

• How to add fault tolerance support to an existing MPI based
system such that the system continues even after a machine
goes down?

∗ A: availability; PE: performance; MN: maintainability; PO: portability; SC: scalability; SE: security;
FT: fault-tolerance.

classification models have been popular for quite a while, until BERT

proposed in 2018, surpassed by the transformer-based classification.
Numerous experiments on transformer-based language models
[13, 15, 18, 46, 57] show that CNN- or RNN-based models have no
strong competitiveness in classification performance nowadays —
where 66M parameters DistilBERT [46] outperformed 180M param-
eters ELMo [3] on GLUE task STS-B [52], in addition, DistilBERT
takes less inference time.
Transformer-based Classification. Transformer-based language
models achieve nearly perfect performance jump from the previ-
ous best reported (i.e., RNN- and CNN-Based language models).
Transformer-based language models typically consist of two steps:
(1) unsupervised pre-training from the unlabeled corpus and (2)
transferring to downstream tasks (generally fine-tune for sentence-
level and subword-level tasks with just an additional neural net-
work following the pre-trained model). One of the most influential
transformer-based language models BERT (Bidirectional Encoder
Eepresentations for Transformers) [15] utilizes the two auxiliary
tasks, NSP (next sentence prediction) and MLM (masked language
model), to implement the efficient understanding of the input se-
quence. RoBERTa (Robustly optimized BERT approach) [35] re-
moves NSP objective and pre-trains the model longer with bigger
batches and larger corpus, the performance of the model is fur-
ther improved.NoRBERT (Non-functional and functional Require-
ments classification using BERT) [23] utilizes a pre-trained BERT
model to perform classification task on the PROMISE [47] dataset
(see Figure 5 NoRBERT Input) and outperforms the other compared
methods. Although transformer-based models can easily acquire
excellent results on handling NLP tasks [33, 55], simply adding an

additional neural network after a transformer-based model may re-

sult in abruptness and a low correlation between the input sequence

and the target task — for example, given the input sequence “The
system shall refresh the display every 60 seconds”, BERT will use a
special token [CLS] which means the semantics of input sequence.
However, it fails to connect the vector representation of [CLS] to
the task of requirement category prediction.
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Figure 3: Overview of our approach, where the top part corresponds to the train (fine-tune) step and the inference step

respectively; and the bottom part is our proposed auto-labeling method (zero-shot + self-learning) for unseen requirements.

Prompt-based Classification. The key idea of prompt learning is
to add a prompt text into the input sequence to enhance the seman-
tic fluency between input and target task [48, 49]. The excellent
performance of the prompt-based language models [11, 42] show
that the application of prompt is able to bridge the semantics gap
between general pre-trained languagemodels and specific classifica-
tion task. Standard prompt engineering usually masks a target label
(we refer to this standard prompt classification as BERT-MLM)
appended after the input sequence to improve the semantic fluency
and correlation between the input sequence and the target task
[48, 49]. For example, in Figure 5, given the input sequence “The
system shall refresh ...”, BERT-MLM will append the text “This is
[M] Requirement”, where [M] is a special token used to replace the
target label. Here, BERT-MLM uses the ℎ[M] (final vector represen-
tation of special token [M] ) but not ℎ[CLS] (vector representation of
input sequence learned by BERT) to predict the target word in the
form of cloze test will not create a pretrain-finetune discrepancy
(special token [M] occurs in both pretrain and finetune steps) [55].
For the requirement classification problem in RE, traditional ML
techniques (e.g., support vector machine, k-nearest neighbors) and
transformer-based models [15, 23] have been applied on the dataset
PROMISE. However, we have not witnessed any prompt-based learn-

ing approach towards the requirement classification problem and the

auto-labeling of a large-scale dataset.

2.3 Research Challenges

Abundant studies have exhibited that prompt learning can help fur-
ther improve the transformer-based language models’ performance,
if a proper prompt template is used. For example, by customizing the
prompt template, CLIP [41] has significantly boosted the image-text
bimodal classification performance by 5%. GPT-3 [11] and T5 [42]
all adopt a prompt to unify NLU (natural language understanding)
and NLG (natural language generation) tasks, grasping better se-
mantic understanding ability from joint-learning of multiple tasks,
where GPT-3 achieves 81.5% F1 score when zero-shooting on CoQA
(conversational question answering) [45] challenge (the previous

SOTA is 90.7%). Besides, it is proved that the application of a self-
learning strategy is able to help for the classification task, such as
relation type prediction [7, 8].

To follow the success of applying prompt-learning in the NLP
domain, three research challenges are encountered when adopting
the prompt-based classification for solving the task of software
requirement classification and auto-labeling.
C1. How to design a more effective prompt template, boosting

the classification accuracy, than the standard prompt template
used in BERT-MLM (see the example in Figure 5)?

C2. How to attain a prompt strategy preserving the transfer-ability
and generality of a pretrained language model, suiting the
characteristics of unseen requirements?

C3. How to combine self-learning with prompt-learning for the
automation of labeling the large-scale requirement samples,
even when most of them are unseen before?

For these ends, in this paper, we present the approach PRCBERT
with flexible prompt templates and combine self-learning strategy
to address these challenges. The workflow and technical details of
PRCBERT are depicted and elaborated in §3 and §4, respectively.

3 APPROACH OVERVIEW AND KEY

SOLUTIONS

In this section, we will introduce the overview of PRCBERT (in-
cluding the training and inference step) and key solutions.

3.1 Overview

Following modern models’ workflow to address a classification task,
PRCBERT consists of three phases: fine-tune training, inference,
and auto-labeling (see Figure 3). The input of the whole approach is
a dataset of requirement samples (e.g., a well-labeled dataset such as
PROMISE). On this given dataset, PRCBERTwill apply the proposed
prompt templates to train and update its learnable parameters,
then apply this model for requirement inference (prediction). Last,
PRCBERT combines self-learning with this fine-tuned model to
iteratively auto-label the unseen requirement samples (e.g., those
from StackOverflow). Each phase is introduced below:
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(1) Train Step. Before inputting the train samples into PRCBERT,
we duplicate each sample appended with 𝐾 different prompt tem-
plates and then shuffle the duplicated train set. After getting the
classification confidence from the binary classifier in PRCBERT, we
calculate the training objective loss (see §4.4) and update the gradi-
ent of its learnable parameters through back propagation. During
training step, we iterate the loss calculation and gradient descent
operation until PRCBERT convergences or the train epochs reach
the predefined maximum threshold.
(2) Inference Step. The middle part of Figure 3 is the inference step
of PRCBERT. Different from the duplicating and shuffling opera-
tions of training step, during inference we simultaneously input the
duplicated 𝐾 assertions of a given input sample to PRCBERT and
then get the corresponding 𝐾 classification confidences, the class
which owns the maximum softmax value over the 𝐾 classification
confidences corresponds to the predicted label of the requirement
sequence. Hence, the output of this step is the predicted label for
each requirement sample.
(3) Auto-label Step. The bottom part of Figure 3 illustrates how
PRCBERT auto-labels unseen requirements via combining zero-
shot learning with self-learning strategy. That is, we first directly
apply the model of PRCBERT from step (2), which is fine-tuned on
a labeled requirement dataset (such as PROMISE), to zero-shot on
another requirement dataset (e.g., NFR-SO) for unseen requirements
classification. Then, different from the active learning strategy [20,
26] turning to the help of time-consuming human annotation, we
select the samples with higher confidence for iteratively updating
PRCBERT to further boost the zero-shot performance of PRCBERT,
called self(-supervised) learning [34].

3.2 Key Solutions to Challenges

We highlight the key solutions in PRCBERT to address the afore-
mentioned challenges in §2.3 as follows.
Flexible Prompt Templates for C1 and C2. Instead of using the
standard prompt template with a mask token [M], we convert the
problem of 𝐾-class classification into 𝐾 times of binary classifica-
tion, and then instantiate each category to get the corresponding
prompt templates (see Figure 5). The simple but effective prompt
template is “This is <requirement category name> Requirement.”.
Note that, though the number of our proposed flexible prompt
templates equals the number of classes, PRCBERT can be directly
applicable to a classification problem with any number of classes
(not necessary to additionally adapt the classification model).
Zero-shot + Self-learning for C3. In addition to our proposed flex-
ible prompt templates, we adopt a self-learning strategy to further
boost the performance of auto-labeling the unseen requirements.
As shown in the bottom part of Figure 3, we iterate the below steps
to auto-label the unseen requirements:

(a) getting the coarse train set: we obtain the dataset in two ways,
random sampling from the original requirement dataset at the
beginning or updating by the following refined train set during
self-learning iteration;

(b) refining the train set: to get the refined train set, first, we should
acquire the prediction confidence of each sample in coarse train
set via the frozen parameters PRCBERT (at beginning initial-
ized with the PRCBERT fine-tuned on another requirement
dataset, during iteration we will apply the updated PRCBERT

whose parameters are frozen ), then filter the sample whose
corresponding maximum confidence is less than the prede-
fined threshold. Note that, we empirically regard the predicted
labels with high confidence as ground truth (i.e., a require-
ment sentence labeled with the predicted category) for the
subsequent training step;

(c) fine-tuning PRCBERT based on the refined train set: in this step,
we perform supervised training and update PRCBERT based
on the refined train set.

Until no sample is filtered or a predefined maximum of epochs
is reached, the self-learning process terminates.

4 TECHNICAL DETAILS OF PRCBERT

To better understand our proposed PRCBERT, we will elaborate on
the major steps in this section, including the transformer architec-
ture, sigmoid binary classifier, input vector representation, training
objective, and the auto-label algorithm.

4.1 Transformer Encoder

Transformer [51] was first proposed by Ashish Vaswani in 2017.
This model is completely different from traditional recurrent and
convolutional neural networks. Only based on the attention mech-
anism [5], the transformer can implement semantic interaction
between all sequence text subwords (also called tokens) without
any attenuation (due to the gradient vanishing and explosion caused
by the long relative distance between subwords, previous LSTM-
based language models can process 200 context words on average
[14, 27]).

Typically, a transformer consists of an encoder and a decoder,
since only the text classification task is involved in this paper, we
will merely discuss the encoder part here. As shown in Figure 4, a
transformer [51] encoder is composed of a stacked 𝐿-layer subblock,
each subblock possesses multi-head self-attention and FFN (feed-
forward network) two sublayers.
Multi-Head Self-Attention. In this sublayer we first should
project𝐻 𝑙−1 ∈ R𝑙𝑒𝑛×𝑑𝑚𝑜𝑑𝑒𝑙 into𝑄 ,𝐾 ,𝑉 through three independent
projection networks, where the 𝑙𝑒𝑛 means the predefined maxi-
mum sequence length, 𝑑𝑚𝑜𝑑𝑒𝑙 is the model embedding dimension,
and𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉 ∈ R𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑚𝑜𝑑𝑒𝑙 are three projection networks
weight matrixes, respectively.

𝑄 = 𝐻 𝑙−1𝑊𝑄

𝐾 = 𝐻 𝑙−1𝑊𝐾

𝑉 = 𝐻 𝑙−1𝑊𝑉

(1)

Then, as shown in Equation 2: carrying out the multi-head self-
attention mechanism, where ℎ represents the number of heads
(similar to convolutional kernel [40], to some extent, the larger num-
ber of heads assigned, the more semantic features can be learned);
𝑑𝑘 =

𝑑𝑚𝑜𝑑𝑒𝑙

ℎ
; 𝑄𝑖 , 𝐾𝑖 ,𝑉𝑖 ∈ R𝑙𝑒𝑛×𝑑𝑘 are the i-th slice of 𝑄 , 𝐾 , 𝑉 . In

each concatenated head attention computation, dot-product 𝑄𝑖𝐾𝑇𝑖
means semantic interaction between sequence subwords, 1√

𝑑𝑘
is

the scaling factor, and the softmax function is to get the normal-
ized semantic weights, this square matrix represents the degree of
influence between the semantics of each subword in the sequence.



ASE ’22, October 10–14, 2022, Rochester, MI, USA Xianchang Luo, Yinxing Xue, Zhenchang Xing, and Jiamou Sun

h

KQ V

×

[CLS] <requirement>[SEP] <prompt template>[SEP]

Figure 4: Architecture of PRCBERT
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Figure 5: NoRBERT, BERT-MLM, and PRCBERT classifica-

tion examples, where blue font means the input of classifier

(represented by a down arrow ↓), ✓ and ✕ mean the binary

classification results, respectively.

MultiHead(Q,K,V) = Concat(head1, ..., headℎ)𝑊𝑂

where head𝑖 = Attention(𝑄𝑖 , 𝐾𝑖 ,𝑉𝑖 )

Attention(𝑄𝑖 , 𝐾𝑖 ,𝑉𝑖 ) = softmax(
𝑄𝑖𝐾

𝑇
𝑖√︁
𝑑𝑘

)𝑉𝑖

(2)

Feed-Forward Network. The output of the Multi-Head Self-
Attention sublayer will then be input to a feed-forward network
(FFN). As illustrated in Equation 3, FNN contains two linear lay-
ers with only a ReLU activation in between [51], where 𝑊1 ∈
R𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑓 𝑓 and𝑊2 ∈ R𝑑𝑓 𝑓 ×𝑑𝑚𝑜𝑑𝑒𝑙 (𝑑𝑓 𝑓 is an integral multiple of
𝑑𝑚𝑜𝑑𝑒𝑙 ) first increase the dimension and then reduce the dimension
of sequence hidden state to achieve the main semantic information
acquisition like the convolution operation [40].

FFN(𝑥) = max(0, 𝑥𝑊1 + 𝑏1)𝑊2 + 𝑏2 (3)

To sum up, the calculation of the transformer encoder can be
represented as Equation 4, where 𝐻0 is the input sequence repre-
sentation (see §4.3), and 𝐿 is the number of encoder layers.

𝐻 𝑙 = subblock(𝐻 𝑙−1), 𝑙 = 1, ..., 𝐿 (4)

4.2 Sigmoid Classifier.

In PRCBERT, we change a 𝐾-class problem into 𝐾 binary classifi-
cation problems with corresponding prompt templates. Thus, we
apply a sigmoid classifier rather than a softmax classifier, Equation
5 shows the confidence calculation that the assertion is predicted as

correct, and the contrary confidence of assertion which is predicted
as false equals 1 − 𝑆 (𝑥).

𝑆 (𝑥) = 1
1 + 𝑒−𝑥

(5)

The reason of applying sigmoid function is to normalize the
linear layer outputs to effectively execute the backward gradient
propagation for parameters updating.

4.3 Input Representation

In this paper, we exploit the pre-trained BERT [15] and RoBERTa
[35] transformer-based language models to initialize our PRCBERT
respectively without learning from scratch. Transformer-based
model’s original input is a sequence of subwords (using an unsu-
pervised BPE algorithm to divide subwords2), BERT applies MLM
(masked language model) and NSP (next sentence prediction) aux-
iliary tasks to capture the input sentence pair semantics, while
the input of RoBERTa [35] is only a single sentence (RoBERTa has
removed the next sentence prediction auxiliary task).

When using BERT initialization, the language model input (in
this paper, also called assertion) is as “[CLS] <requirement text>
[SEP] This is <requirement category name> Requirement. [SEP]”,
where the special token [CLS] appended in the front of the original
input is used to represent the entire input sequence semantics, and
the appended [SEP] is a separator token of each sentence. Following
that used in BERT [15], for each subword𝑤𝑡 in the input sequence,
its representation 𝑥𝑡 (as shown in Equation 6) is composed of the
corresponding token embedding, position embedding, and segment
embedding. when initialized with RoBERTa, compared with BERT,
we replace the first [SEP] token of its input with “\n” and don’t use
the segment embedding any longer.

𝑥𝑡 = 𝑇𝐸𝑤𝑡
+ 𝑃𝐸𝑤𝑡

+ 𝑆𝐸𝑤𝑡
(6)

Therefore, the PRCBERT input representation
𝐻0=[𝑥1, 𝑥2, ..., 𝑥𝑙𝑒𝑛], where 𝑙𝑒𝑛 is the predefined maximum
length of the input sequence (in this paper we set it 512). When
the length of the input sequence is less than 𝑙𝑒𝑛, we will use
consecutive special tokens [PAD] to pad the sequence length,
and if the input sequence is longer than 𝑙𝑒𝑛 (in this paper, all of
our requirements are less than 512), we will truncate the first 𝑙𝑒𝑛
subwords (including the [CLS] and [SEP] tokens).
2BPE algorithm repository https://github.com/google/sentencepiece
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Algorithm 1: Auto-label algorithm
Input: 𝑃𝑅𝐶𝐵𝐸𝑅𝑇 , the PRCBERT fine-tuned on PROMISE
Input: 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 , a new unlabeled requirement dataset
Input: 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 , a float whose range is in (0, 1)
Output: 𝑜𝑢𝑡𝑝𝑢𝑡 , classification result of 𝑑𝑎𝑡𝑎𝑠𝑒𝑡

1 𝑐𝑜𝑎𝑟𝑠𝑒𝑆𝑒𝑡 ← random_sample(𝑑𝑎𝑡𝑎𝑠𝑒𝑡 )
/* self-learning */

2 while True do

3 𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 ← ∅
4 foreach max_confidence in PRCBERT.inference(coarseSet) do

5 if max_confidence > threshold then

6 𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 + = (𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑙𝑎𝑏𝑒𝑙 )
7 end

8 end

9 if 𝑐𝑜𝑎𝑟𝑠𝑒𝑆𝑒𝑡 == 𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 .𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠 then

10 break;
11 end

12 𝑃𝑅𝐶𝐵𝐸𝑅𝑇 ← 𝑃𝑅𝐶𝐵𝐸𝑅𝑇 .train(𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 )
13 𝑐𝑜𝑎𝑟𝑠𝑒𝑆𝑒𝑡 ← 𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 .𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠

14 end

15 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑃𝑅𝐶𝐵𝐸𝑅𝑇 .inference(𝑑𝑎𝑡𝑎𝑠𝑒𝑡 )
16 return 𝑟𝑒𝑠𝑢𝑙𝑡

4.4 Training Objective

As the description of the training step in §3, PRCBERT changes the
𝐾-class classification problem into 𝐾 2-class judgment problems
by duplicating the sample sequence with 𝐾 corresponding flexible
prompt templates. The training objective loss of PRCBERT is the
cross-entropy of all duplicated assertions (see Equation 7):

L = −
𝑁∑︁
𝑖=1

𝐾∑︁
𝑗=1

log𝑝 (𝑖, 𝑗 ),𝑦 (𝑖,𝑗 ) , 𝑦 (𝑖, 𝑗 ) ∈ {+,−} (7)

where 𝑁 and 𝐾 are the numbers of requirements in the train set
and the number of classes respectively; label + and − represent the
corresponding assertion is True and False, respectively; 𝑦 (𝑖, 𝑗 ) is the
true label of the 𝑗-th assertion of the 𝑖-th requirement; in addition,
𝑝 (𝑖, 𝑗 ),𝑦 (𝑖,𝑗 ) denotes the probability that the 𝑗-th assertion of the 𝑖-th
requirement is predicted to be 𝑦 (𝑖, 𝑗 ) through PRCBERT.

4.5 Auto-label Algorithm

In this subsection, we will introduce our auto-label algorithmwhich
is integrated with an unsupervised self-learning strategy in detail.

Algo. 1 is our proposed algorithm for auto-classification of un-
labeled requirement datasets. This algorithm has three inputs: the
PRCBERT which is already fine-tuned on PROMISE, an unlabeled
requirement 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 , and a float value called 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 . In addi-
tion, its output 𝑟𝑒𝑠𝑢𝑙𝑡 is the predicted labels of each requirement in
𝑑𝑎𝑡𝑎𝑠𝑒𝑡 . At the first line, we should initialize the 𝑐𝑜𝑎𝑟𝑠𝑒𝑆𝑒𝑡 by ran-
domly sampling from 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 ; In lines 3-8, we execute the refine op-
eration and filter the sample whose corresponding𝑚𝑎𝑥_𝑐𝑜𝑛𝑓 𝑖𝑑𝑒𝑛𝑐𝑒
outputted by PRCBERT is less than 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ; then as shown in
line 12, based on the 𝑟𝑒 𝑓 𝑖𝑛𝑒𝑑𝑆𝑒𝑡 , the PRCBERT updates its inner
parameters via gradient descent; we will iterate the self-learning
operation until no requirements are filtered out (see lines 9-11).
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Figure 6: Samples distribution of PROMISE, NFR-Review,

and NFR-SO; where F: functional, A: availability, FT: fault-

tolerance, LF: look & feel, MN: maintainability, O: opera-

tional, PE: performance, PO: portability, SC: scalability, SE:

security, US: usability, RE: reliability

Finally, Algo. 1 outputs the predicted labels which are inferred by
the well-trained PRCBERT.

5 EVALUATION

In this section, we first list some research questions (RQs) in evalua-
tion, introduce the three different requirement datasets, then depict
the experimental setup in detail, and finally answer the RQs.

5.1 Research Questions

We aim to answer these three research questions (RQs):

RQ1. What are the best model architecture and parameter choices
of the proposed PRCBERT for requirement classification?

RQ2. How accurate is PRCBERT in classifying requirements in
PROMISE, NFR-Review and NFR-SO? When compared with
NoRBERT and BERT-MLM, can PRCBERT be better?

RQ3. How do the capabilities of generalization and transfer-ability
of PRCBERT? How effective is Algo. 1 in enabling PRCBERT
to auto-label unseen requirements?

5.2 Datasets

We introduce the three used requirement datasets as follows.
PROMISE. PROMISE is a requirement dataset crowdsourced by
15 teams in 2005, which widely appears in various requirement
classification literature, even in 2020, it is still used in [23]. As
shown in Figure 6, the PROMISE requirement dataset can be divided
into two parts: FR (functional requirement, 255 samples) and NFR
(non-functional requirement, 370 samples). In addition, PROMISE
has 11 NFR categories (label classes).
NFR-Review. This requirement dataset is mentioned and released
in [53], which consists of 1278 NFR user review sentences from
iBooks and WhatsApp two popular Apps (therefore we name it
NFR-Review). Figure 6 shows that NFR-Review has a total of 1278
samples of 5 NFR categories: security, portability, performance,
reliability, and usability.
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Table 2: Statistics of PROMISE, NFR-Review, and NFR-SO

Dataset

Item

#Sample #Class Avg. Word Avg. Char

PROMISE 625 12 22 120
NFR-Review 1278 5 14.5 70
NFR-SO 17434 7 11 70

NFR-SO. NFR-SO (nonfunctional requirements from StackOver-
flow) is a labeled dataset that we crawled (using BeautifulSoup43)
from the real-world technical forum StackOverflow, each sam-
ple of NFR-SO is the interrogation content tagged by one of the 7
NFR categories (including availability, performance, maintainabil-
ity, portability, scalability, security, and fault-tolerance). Normally,
their tags are credible, as they are chosen or added manually by
the human questioners. Still, there are some samples with two or
more tags among the seven, and we will filter them as we are form-
ing a dataset for single-label classification. Then, we ensure the
correctness of sample labels as much as possible through auxiliary
manual inspection. Finally, we collect NFR-SO that contains 17434
samples (each sample corresponds to the question part, excluding
the subsequent answers) in total4.

Table 2 shows the statistic information of the three datasets,
where NFR-Review is 2x larger than PROMISE, and NFR-SO is
~28x larger than PROMISE. In addition, only PROMISE contains the
functional requirements (255 samples); Both the average number
of words and characters of PROMISE requirements are the longest.

5.3 Experimental Setup

Parameters Setting. The pre-trained transformer-based language
models are all downloaded from the model hub 5 maintained by
huggingface, including BERT-base, BERT-large, RoBERTa-base, and
RoBERTa-large, whose parameters are following that in BERT [15]
or RoBERTa [35]. Besides, the maximum input sequence length 𝑙𝑒𝑛
equals 512. During training, we set the batch size as 8, learning
rate as 5e−6, epochs as 32, and all the train and inference steps
are executed on a 24GB NVIDIA GeForce RTX 3090. Moreover,
the optimizer we adopt is AdamW [36], and its inner parameters
are 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 1𝑒−6, and 𝑤𝑒𝑖𝑔ℎ𝑡_𝑑𝑒𝑐𝑎𝑦 = 0.0,
respectively.
Evaluation Baselines. To reflect the characteristic of PRCBERT
through a fair comparison, we use three baseline models: NoRBERT
[23], BERT-MLM, and Trans_PRCBERT.NoRBERT directly applies
the sequence representation (ℎ[CLS]) outputted from a transformer-
based language model to a 𝐾-class classification neural network.
Different from NoRBERT, BERT-MLM combines the original re-
quirement text with a standard prompt template (e.g., This is [𝑀]
Requirement.) as the input sequence, after getting the final hid-
den state of this sequence from a transformer, BERT-MLM feeds
the vector representation of the masked token [𝑀] (ℎ[M]) to a
𝐾-class classification neural network to restore its target class.
Trans_PRCBERT is previously fine-tuned on PROMISE and will
be subsequently trained on NFR-Review or NFR-SO, rather than

3BeautifulSoup4 Homepage, https://www.crummy.com/software/BeautifulSoup/
4We have released the NFR-SO dataset in anonymous website https://sites.google.com/
view/prcbert/home
5https://huggingface.co/models

Table 3: The binary classification performance of PROMISE

(𝐾 = 2, FR or NFR)

Model Pooler

FR (255) NFR (370)

𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1
PRCBERT with
BERT-base

first 0.9246 0.9137 0.9191 0.9293 0.9595 0.9441
mean 0.9141 0.9176 0.9159 0.9128 0.9622 0.9368

PRCBERT with
BERT-large

first 0.9186 0.9294 0.9240 0.9368 0.9622 0.9493
mean 0.9195 0.9412 0.9302 0.9267 0.9568 0.9415

PRCBERT with
RoBERTa-base

first 0.9249 0.9176 0.9213 0.9207 0.9730 0.9461
mean 0.9498 0.8902 0.9190 0.9289 0.9541 0.9413

PRCBERT with
RoBERTa-large

first 0.9198 0.9451 0.9323 0.9440 0.9568 0.9503
mean 0.9195 0.9412 0.9302 0.9468 0.9622 0.9544

NoRBERT with
BERT-large1 first 0.92 0.88 0.90 0.92 0.95 0.93

1 The experimental result is from NoRBERT [23].

directly trained on NFR-Review or NFR-SO like PRCBERT. The
corresponding classification examples are illustrated in Figure 5.
EvaluationMetrics. In this paper, we use the F1 score (as shown in
Equation 8) to measure the classification performance of a specified
class. 𝑇𝑃𝑖 means the number of samples that both the predicted
classes and their target classes all are 𝑖-th class, while 𝐹𝑃𝑖 is the
number of samples whose predicted classes are 𝑖-th class but their
target classes are non-𝑖-th classes, and 𝐹𝑁𝑖 is the number of samples
whose target classes are 𝑖-th class but their predicted classes are
non-𝑖-th classes.

𝑃𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
, 𝑅𝑖 =

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
, 𝐹𝑖 =

2 ∗ 𝑃𝑖 ∗ 𝑅𝑖
𝑃𝑖 + 𝑅𝑖

(8)

For the overall performance mensuration of multi-class classifi-
cation, we adopt the weighted F1 score (also called𝑤-𝐹 ) as below:

𝑤𝑖 =
#𝑠𝑎𝑚𝑝𝑙𝑒𝑖∑𝐾
𝑗=1 #𝑠𝑎𝑚𝑝𝑙𝑒 𝑗

, 𝑤-𝐹 =

𝐾∑︁
𝑖=1

𝑤𝑖 ∗ 𝐹𝑖 (9)

Where𝑤𝑖 means proportion of the samples with 𝑖-th class label
in all samples, and 𝐹𝑖 corresponds to the F1 score of the 𝑖-th class
samples classification.

To eliminate the randomness in the training process, we perform
the paired T-test [29, 54] to analyze the classification performance
6 between PRCBERT and the baselines (i.e., NoRBERT and BERT-
MLM).

Note that, all metric calculations are based on the 10-fold cross-
validation output with multiple repeated executions. In addition,
when fine-tuning on PROMISE, we only use the random seed
904727489, for the classification of NFR-Review and NFR-SO, the in-
ference result is the mean of three𝑤-𝐹 (the corresponding random
seeds are 42, 930728, and 904727489 respectively).

5.4 Experimental Results

Binary Classification of PROMISE FR/NFR. The classification
performance of PROMISE FR/NFR is shown in Table 3, and we
obtain 8 sets of experimental results by varying the values of the
three parameters (pre-trained language model, the corresponding
model size, and the pooler strategy). Where the pooler strategy is
the sequence vector representation extraction method that changes

6we perform the paired T-test with the aid of the Microsoft Excel spreadsheet program.

https://sites.google.com/view/prcbert/home
https://sites.google.com/view/prcbert/home
https://huggingface.co/models
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Table 4: The classification performance (F1 score) of

PROMISE NFR subclasses (𝐾=10)

NFR

PRCBERT NoRBERT
1

BERT-base BERT-large RoBERTa-base RoBERTa-large BERT-largefirst mean first mean first mean first mean
A (21) 0.9767 0.9268 0.8947 0.8780 0.9302 0.9268 0.9767 1.0000 0.78
FT (10) 0.8889 0.7368 0.9412 0.9412 0.8889 1.0000 1.0000 1.0000 0.60
L (13) 0.9630 0.6842 0.9630 1.0000 0.8889 0.9600 0.9600 0.9630 0.83
LF (38) 0.9333 0.8974 0.9589 0.9333 0.9189 0.9189 0.9600 0.9367 0.80
MN (17) 0.7692 0.8571 0.8649 0.8824 0.7879 0.8125 0.8824 0.9412 0.53
0 (62) 0.9280 0.9268 0.8730 0.9106 0.8527 0.8800 0.9440 0.9449 0.81
PE (54) 0.9434 0.9074 0.9423 0.9434 0.9174 0.9159 0.9455 0.9615 0.90
SC (21) 0.8636 0.8718 0.8780 0.8636 0.8500 0.8718 0.9091 0.9091 0.76
SE (66) 0.9559 0.9774 0.9697 0.9701 0.9552 0.9697 0.9774 0.9851 0.91
US (67) 0.9197 0.9420 0.9412 0.9630 0.9489 0.9130 0.9630 0.9701 0.86
𝑤-𝐹 0.9263 0.9127 0.9278 0.9360 0.9083 0.9165 0.9544 0.9613 0.82
1 The experimental result is from NoRBERT [23].

sequence’s final hidden state into output (see Figure 4), including
first (ℎ𝑓 𝑖𝑟𝑠𝑡 = ℎ[CLS] = 𝐻𝐿0 ) and mean (ℎ𝑚𝑒𝑎𝑛 = avg(𝐻𝐿)).

For the FR classification task, the poorest performance is
RoBERTa-base with a mean pooling strategy, its F1 score still can
reach 91.9% (at this time, the highest F1 score of NoRBERT is only
90%). In the classification of NFR, BERT-base with the mean pooling
has the lowest performance, its F1 score is 93.68%. Results show that
our PRCBERTmodel can leave a performance jump than NoRBERT
which directly applies the BERT model to deal with downstream
tasks, even the PRCBERT initialized by the smaller BERT-base lan-
guage model outperforms NoRBERT-large in functional and non-
functional requirements classification tasks by 1.91% and 0.68%,
respectively.
NFR Subclasses Classification of PROMISE. Table 4 shows
the classification performance of the 10 PROMISE NFR subclasses
(because there is only one portability requirement, which cannot
be split into 10 folds, this subclass is not considered).

Results show that our PRCBERT with flexible prompt templates
can achieve the best overall classification performance on the 10
subclasses of non-functional requirements in PROMISE, where the
poorest PRCBERT initialized by RoBERTa-base model with the
mean pooling strategy can also reach 90.83% weighted F1 score
(8.83% higher than NoRBERT). As the size of the initialized language
model increases (base to large), the performance of PRCBERT on
PROMISE NFR also shows an upward trend, and the PRCBERT ini-
tialized by RoBERTa-large language model with the mean pooling
strategy reaches the highest weighted F1 score to 96.16%.

Both the experimental results in Table 3 and Table 4 all show that
the PRCBERT initialized by RoBERTa-large language model with
the mean pooling strategy can achieve the overall best performance
when performing the classification task on the PROMISE dataset.
In view of the superior performance of the PRCBERT model under
these parameters, in the subsequent experiments, our PRCBERTwill
apply these parameters (using RoBERTa-large pre-trained language
model and mean pooling strategy).

Answer to RQ1: When initialized with RoBERTa-large pre-
trained language model, and using the mean pooling strategy
to extract sequence vector representation from the final hidden
state calculated by the transformer-based model, PRCBERT
can achieve the overall best classification performance.
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Figure 7: The classification performance (mean of 3 repeated

experiments) of the four comparedmodels on different train-

set sizes of NFR-Review

Table 5: The classification performance (𝑤-𝐹 ) of the four

models on different train-set sizes of NFR-Review (𝐾=5)∗

Train Set Size NoRBERT BERT-MLM PRCBERT Trans_PRCBERT

0.0 0.2248 0.2257 0.2915 0.3779
0.1 0.7358 0.7491 0.7915 0.8124
0.2 0.8134 0.8207 0.8413 0.8550
0.3 0.8428 0.8463 0.8638 0.8719
0.4 0.8562 0.8610 0.8802 0.8822
0.5 0.8700 0.8651 0.8837 0.8857
0.6 0.8755 0.8725 0.8885 0.8889
0.7 0.8836 0.8811 0.8906 0.8967
0.8 0.8876 0.8828 0.8999 0.8991
0.9 0.8874 0.8875 0.8891 0.9000
1.0 0.8937 0.8873 0.8967 0.9014

∗ Each value is the mean 𝑤-𝐹 of 3 repeated experiments (random seeds are 42, 930728, and
904727489 respectively).

Classification on NFR-Review. In order to explore the transfer-
ability and generality of our PRCBERT, we further compare the
classification performance of NoRBERT, BERT-MLM, PRCBERT,
and Trans_PRCBERT (PRCBERT is firstly fine-tuned on PROMISE,
then trained on NFR-Review) on NFR-Review requirement dataset.

Figure 7 shows the performance curves of the four models on
different train-set sizes of NFR-Review, besides, Table 5 lists the
corresponding detailed statistic information of Figure 7(a), where
the underline mark means the best performing model in a specified
train set size, and the bold font is to highlight the highest 𝑤-𝐹
of a model among all train set sizes. Table 6 is the paired T-test
result between the classification performance of the four models
on different train-set sizes of NFR-Review, where the hypothesis
• H0: data sequence A has no significant improvement than data
sequence B;
• H1: data sequence A indeed has significant improvement than
data sequence B.

Based on hypothesis H0, we set the hypothesized mean difference
as 0, 𝛼 = 0.05. From Figure 7, Table 5, and Table 6, we can draw
some conclusions:
• The classification performance of BERT-MLM has no significant
improvement than that of NoRBERT;
• PRCBERT outperforms NoRBERT and BERT-MLM among all
train-set sizes (PRCBERT’s weighted F1 score is 2.26% higher
than NoRBERT on average overall train-set sizes). In addition,
PRCBERT can achieve a maximum weighted F1 score of 89.99%.
• Due to Trans_PRCBERT being previously fine-tuned on
PROMISE and being able to directly be applied for classifica-
tion of NFR-Review, the semantic understanding learned from
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Table 6: The paired T-test between classification performance

of 4 models on different train set size of NFR-Review. If the

value of t Stat is larger than t Critical One-tail, the corre-

sponding data pair will violate the H0

Data Pair
1

t Stat t Critical One-tail Obey H0
(BERT-MLM, NoRBERT) 0.4152 1.8125 Yes
(PRCBERT, NoRBERT) 3.6506 1.8125 No
(Trans_PRCBERT, NoRBERT) 2.7740 1.8125 No
(PRCBERT, BERT-MLM) 4.1934 1.8125 No
(Trans_PRCBERT, BERT-MLM) 2.8634 1.8125 No
(Trans_PRCBERT, PRCBERT) 1.8151 1.8125 No

1 Each object in a data pair is the weighted 𝐹1 score sequence corresponding to a column in the
Table. 5.
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Figure 8: Classification performance (mean of 3 repeated

experiments) of 4models (NoRBERT, BERT-MLM, PRCBERT,

Trans_PRCBERT) on different train set size of NFR-SO

PROMISE is preserved to a certain extent, finally manifesting
as the weighted F1 score of zero-shot on NFR-Review is 37.79%.
Moreover, the performance curve of Trans_PRCBERT is overall
the best among all 4 models and reaches the highest weighted F1
score of 90.14%.
• The result in Figure 7(b) shows that at 10% to 40% of the train-
set size, the weighted F1 scores of the four models have the
fastest growth rate. When only fine-tuned on the 70% train-set,
Train_PRCBERT can achieve 99.48% (0.8967/0.9014) classification
performance compared with using the whole train-set, acquiring
more rich semantic comprehension fast to some extent.

Classification on NFR-SO. In order to further explore the classifi-
cation performance of the PRCBERT on an extremely large dataset,
we continue to apply these four models (Trans_PRCBERT is now
firstly fine-tuned on PROMISE, then trained on NFR-SO) to perform
the classification task on the NFR-SO dataset with 17434 samples.

Figure 8 shows the performance curves of the four models on
different train-set sizes of NFR-SO. Table 7 shows the correspond-
ing detailed statistics of Figure 8(a). In addition, Table 8 lists the
statistics of the paired T-test results between the classification per-
formance of 4 models on different train-set sizes of NFR-SO (the
related setting is the same as that applied in paired T-test of NFR-
Review, e.g., hypothesis, hypothesized mean difference, 𝛼 , etc.).

Based on Figure 8, Table 7, and Table 8, we could conclude that:
• Our PRCBERT with flexible prompt templates is able to achieve
the maximum weighted F1 score of 86.22%, outperforming NoR-
BERT and BERT-MLM among all train-set sizes (increased by
1.08% and 1.20% on average, respectively).

Table 7: The classification performance (𝑤-𝐹 ) of the four

models on different train-set sizes of NFR-SO (𝐾=7)∗

Train Set Size NoRBERT BERT-MLM PRCBERT Trans_PRCBERT

0.0 0.1109 0.1225 0.1779 0.6620

0.1 0.8209 0.8186 0.8287 0.8392

0.2 0.8301 0.8303 0.8373 0.8445

0.3 0.8368 0.8374 0.8412 0.8481

0.4 0.8423 0.8408 0.8463 0.8542

0.5 0.8449 0.8460 0.8488 0.8567

0.6 0.8474 0.8468 0.8562 0.8579

0.7 0.8495 0.8514 0.8581 0.8621

0.8 0.8525 0.8525 0.8601 0.8633

0.9 0.8554 0.8554 0.8615 0.8658

1.0 0.8559 0.8571 0.8622 0.8665

∗ Each value is the mean 𝑤-𝐹 of 3 repeated experiments (random seed are 42, 930728, and
904727489 respectively).

Table 8: The paired T-test between classification performance

of the four models on different train-set sizes of NFR-SO.

Data Pair
1

t Stat t Cirtical One-tail Obey H0
(BERT-MLM, NoRBERT) 0.1086 1.8331 Yes
(PRCBERT, NoRBERT) 13.7676 1.8331 No
(Trans_PRCBERT, NoRBERT) 15.9082 1.8331 No
(PRCBERT, BERT-MLM) 10.6173 1.8331 No
(Trans_PRCBERT, BERT-MLM) 11.7404 1.8331 No
(Trans_PRCBERT, PRCBERT) 8.1068 1.8331 No

1 Each object in a data pair is the weighted F1 score sequence corresponding to a column in the
Table 7

• Train_PRCBERT which is transferred from PROMISE to NFR-
SO gains more natural language semantic understanding and
achieves the best weighted F1 score of 86.65%. There is an obvi-
ous performance boost compared with the other three models
(increased by 6.12% than NoRBERT, 6.01% than BERT-MLM, and
4.93% than PRCBERT on average, respectively).
• Trans_PRCBERT is able to auto-label a new dataset (NFR-SO)
without any adaptation of the classification neural networkwhich
is added behind a pre-trained transformer-based language model.
Results show that Trans_PRCBERT outperforms the other three
models that use a random initialization for downstream classifi-
cation at the beginning, and reaches a zero-shot performance of
66.20%, showing high generalization and transferability.

Answer to RQ2: PRCBERT with flexible prompt templates
outperformsNoRBERT and BERT-MLMon the PROMISE,NFR-
Review, and NFR-SO datasets. In PROMISE NFR classification,
PRCBERT makes a 14.13% performance boost over NoRBERT.
In the classification of NFR-Review and NFR-SO, the clas-
sification accuracy of PRCBERT is moderately better than
NoRBERT (2.26% and 1.09%) and BERT-MLM (2.19% and 1.20%)
on average among 11 different train-set sizes.

Auto-label Unseen Requirements. Given the excellent general-
ization and transfer-ability of Trans_PRCBERT as shown in classi-
fication on NFR-Review and NFR-SO, we apply Algo. 1 integrated
with self-learning strategy to further enhance zero-shot classifica-
tion performance of Trans_PRCBERT (previously pre-trained on
PROMISE). To test the capability of this model in auto-labeling the
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Figure 9: The classification performance (mean of 3 repeated

experiments on NFR-Review and NFR-SO with different

thresholds of label confidence for the self-learning strategy

in Trans_PRCBERT

Table 9: Zero-shot performance onNFR-Review and NFR-SO

Zero-shot Strategy Dataset 𝑤-𝐹

Trans_PRCBERT NFR-Review 0.3779
Trans_PRCBERT with self-learning enabled NFR-Review 0.5327

Trans_PRCBERT NFR-SO 0.6620
Trans_PRCBERT with self-learning enabled NFR-SO 0.7296

unseen requirements, we de-label the NFR-Review and NFR-SO
datasets as the input 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 of Algo. 1, respectively.

As shown in Table 9, Trans_PRCBERT with a self-learning strat-
egy auto-labels the de-labeled NFR-Review and NFR-SO require-
ment dataset much more effectively and achieve a higher weighted
F1 score of 53.27% (15.48% higher) and 72.96% (6.76% higher), exist-
ing an obvious performance improvement than directly zero-shot
with PRCBERT on the de-labeled requirements). Figure 9 shows the
performance (average F1 score calculated on Equation 9) growth
curves with different thresholds on NFR-Review and NFR-SO. Ac-
cording to the Pigeonhole principle, we set the threshold starting
from 1

4 and 1
7 (we choose its approximation of 0.15) respectively

with a 0.025 (a more precise value is likely to cause overfit) step
increment. Results illustrate that selecting the sample whose confi-
dence of its predicted label is larger than 0.225 to form the initial
𝑐𝑜𝑎𝑟𝑠𝑒𝑆𝑒𝑡 (see Algo. 1) can reach a much more promising perfor-
mance gain.

Answer to RQ3: Trans_PRCBERT exhibits excellent transfer-
ability and generalization capabilities, as its zero-shot per-
formance on NFR-Review and NFR-SO is 37.79% and 66.20%,
respectively. Enabling the self-learning strategy (see Algo. 1) of
Trans_PRCBERT, it is able to boost the zero-shot performance
on NFR-Review by 15.48%, and on NFR-SO by 6.76%.

5.5 Discussion

In this section, we identify the major threats to validity and discuss
the practical applications and limitations of our proposed method.
Threats to Validity. Our experiments are based on BERT [15]
and RoBERTa [35], but not on other more extensive pre-trained
language models. However, existing experiments are available to
prove the superiority and universality of our proposed method.
Regarding the NFR-SO dataset, we collected and formed it from
StackOverflow. We determined the tags of these requirement
statements according to the tag category of the question and an

auxiliary manual check. The accuracy of labels may be affected
by the tags of StackOverflow itself. In the future work, we will
consider more rigorous manual labeling and inspection to reduce
the noise in the data as much as possible. In addition, the hyperpa-
rameter settings and data partitioning in these experiments may
also affect the experimental results. However, we set up three ran-
dom seeds for repeated experiments to minimize the contingency
of the results. We also conducted paired T-test to compare the per-
formance of various models. The experimental results prove the
relative performance advantages and stability of our method.
Applications and Limitations in Practice. NLP-supported re-
quirements engineering has been widely practiced in academia
and industry, such as classifying requirements, detecting language
issues, and generating domain specific languages [58]. Require-
ments classification is beneficial to requirements apportionment
and reuse. Our proposed method could improve the performance
of requirements classification in practical applications. Further-
more, our work contributes a new large dataset of non-functional
requirements for developing and experimenting new requirement
analysis methods. In practice, PRCBERT’s self-learning strategy
can be combined with an active-learning strategy to enhance its
transfer-ability in the zero-shot scenarios. However, there may be
a weakness (or a trade-off) in our PRCBERT, which is scarifying
the inference efficiency to get a better classification performance —
with the number of classes increasing, it will take more (lower than
linearly because GPU can accelerate parallel computing to a certain
extent) inference time to predict the class of the input sequence.

6 RELATEDWORK

Our study is mainly relevant to the following two lines of research:
requirement classification and BERT for requirement engineering.

6.1 Requirements Classification

The classification of requirements is an important research problem
in the field of software engineering. The task classifies require-
ments into different categories based on application purposes. In
recent years, a series of work [1, 4, 10, 50] based on supervised
machine learning techniques are dedicated to the classification of
non-functional requirements (NFRs). In [10, 50], Tóth, Binkhonain
et al. compare the performance of a variety of NFR classification
models based on machine learning through experiments. Their re-
sults show that themodel based on Support VectorMachines (SVMs)
achieves the best performance on a small labeled NFR dataset. In
[4], Amasaki et al. use the word vector representation of NFRs and
SVM to classify the requirement statements into 14 NFR categories.
In [1], Abad et al. improve the performance of decision tree classi-
fier through preprocessing and unifying the PROMISE NFR dataset.
Although the above machine learning-based models have achieved
good performance on small-scale labeled NFR dataset, they rely on
manually-labeled training data and feature engineering, so they are
difficult to be applied in large-scale requirement engineering.

Due to the limitations of machine learning methods, some work
based on deep learning methods [6, 12, 23] extracts semantic in-
formation of requirement statements through a deep model to
automate the classification of NFRs. In [6], CNN and word em-
bedding are used to divide NFRs into five categories, with the F1
score ranging from 82% to 92%. In [23], Hey et al. propose NoBERT,
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which is an NFR classification model based on BERT, a pre-trained
language model (PLM). Good results are achieved on the PROMISE
NFR dataset by fine-tuning BERT on downstream requirements
classification tasks. In [12], Chatterjee et al. use the Snorkel tool
[44] to automatically label the unlabeled NFRs extracted from a
large number of documents and then apply these data to train PLMs,
such as BERT, for domain adjustment.

6.2 BERT for Requirements Engineering

In recent years, in addition to BERT-based NFR classification, BERT
and other PLMs have also surpassed traditional deep learning mod-
els in many other tasks of requirements engineering, showing the
best effectiveness. In [38], Mekala et al. classify the user feedback
requirements collected based on BERT and word vector, so as to
identify the useful requirements and useless requirements. In [19],
Fischbach et al. utilize BERT and other models to detect whether
causality exists in requirement statements. In [31], Lin et al. propose
a novel framework called Trace BERT based on BERT to generate
trace links between source code and natural language artifacts.
The author compares the accuracy and efficiency of three different
BERT architectures. Through transfer learning and PLMs, these
three models overcome the problem of insufficient data and achieve
better results than classical models such as RNN.

However, these works simply use PLMs through fine-tuning. In
contrast, we apply prompt learning to reconstruct the input texts
and customize flexible prompt templates to better use PLMs.

7 CONCLUSION AND FUTUREWORK

In this paper, wemake the first attempt on applying prompt learning
with a BERT-based pretrained language model for software require-
ment classification and propose flexible prompting templates by
converting one multi-class classification problem into𝐾 binary clas-
sification problems. The evaluation shows the proposed PRCBERT
performs significantly better than NoRBERT (BERT followed by
a softmax layer for fitting 𝐾-class classification) and BERT-MLM
(BERT with standard prompt templates) on the three used datasets
of requirements. In addition, we collect and provide a large-scale la-
beled dataset, namely NFR-SO, on which Trans_PRCBERT exhibits
excellent transfer- ability and generalization capabilities with good
zero-shot performance (𝑤-𝐹 score of 53.27% and 72.96% on NFR-
Review and NFR-SO with self-learning strategy enabled). In future,
we will apply and improve our approach to other classification
problems in requirement engineering and software engineering.
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